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Abstract  Software visualisation seeks to
aid comprehension of software; however,
there is still little progress in the evaluation
of such visualisations. This paper reports on
the current practice of evaluation in
software visualisation. Four evaluation
strategies are identified and discussed in
order to identify strengths and weaknesses
when applied to software visualisation.
Areas for improvement are suggested,
particularly with respect to the point at
which they are applied, and the need for
active interest in evaluation. It is intended
that this paper promote discussion and
future research whilst demonstrating that,
currently, no single method is adequate for
a full evaluation.
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1 Introduction
Software Visualisation (SV) seeks to aid
comprehension of a software system by those
who are involved with its creation, modification,
management and application by using
visualisation methods. SV is the application of
Information Visualisation (IV) in the Software
Engineering (SE) domain in order to offer a
means by which software engineers can visually
handle the large volume and complexity of
information which software systems present.
Program comprehension is the traditional
motivation for SV, resulting in evaluation
strategies which reflect this. This paper aims to
highlight the current state of SV evaluation, the

relative benefits of different evaluation
strategies and the drawbacks that should be
considered. As Brooks [1] posed the question
about finding a silver bullet for SE, so this study
ascertains whether there is a silver bullet for
evaluating software visualisations.

2 Background
Evaluation is a key component of any scientific
activity and is essential to the development of
the SV field. Without measurement, in some
form, it is very difficult to realise the benefits of
achievements in SV and allow development of a
theoretical underpinning to the discipline. For
new ideas, evaluation helps determine which are
of practical benefit to users, which of those are a
good foundation for future research, and those
which are of little value. Evaluation is also
useful in the comparison of multiple
visualisations resulting in an indication as to the
most suitable visualisation for the required
tasks. Lack of evaluation leads to researchers re-
treading old ground as poor ideas are recycled
through an absence of filtering.

Presently, evaluations of software
visualisations are poor. Most research effort is
focused on the development of visualisation
ideas, technology and application rather than the
development or application of evaluation
methods. Research in evaluation is considered to
be unattractive resulting in a discrepancy
between new developments in visualisation and
current evaluation strategies. This leaves few
useful frameworks and guidelines although there
are a few notable exceptions from Storey et al.
[2] and Petre et al. [3]. Hence, there is currently
little support for evaluating new visualisations



successfully, particularly those applied to new
fields in SE, or those using new visualisation
techniques. Unfortunately, this leads to some
visualisations failing to meet older evaluation
criteria and being rejected, even though the
ideas are sometimes promising. Some
evaluation methods developed in the IV
community can be applied to SV [4] [5],
although they are often too general to be used
exclusively.

Apart from the lack of support, evaluation is
considered difficult and, depending on strategy,
too time consuming to justify the investment.
Some evaluation strategies, such as collecting
empirical evidence, require resources which are
unavailable in terms of participants (subjects
and researchers), time and supporting
technology. As software visualisation is pushing
into new areas so traditional SV evaluation
methods are becoming less appropriate.
Contributing to all of the above problems is the
possibility that researchers are not familiar with
areas such as cognition and perception in
sufficient detail.

Kitchenham and Jones [6] identify several
methods of general SE research evaluation,
many of which are used in SV evaluation.
However, different methods are suitable to
different stages of visualisation development,
each with their own advantages and
disadvantages. It is important to realise there is
no silver bullet for software visualisation
evaluation, and there is a need to highlight the
issues.

3 Issues in Evaluation Techniques
This section examines the implications of
different evaluation techniques, which are
considered alongside suggestions on how to
improve current practice and highlight areas in
which SV evaluation requires development.

A common call within the SE community is
the need for empirical evidence to support
research findings. Although empirical evidence
is good, it is also important to seat this in a
strong theoretical background upon which
design guidelines and evaluation strategies can
build. These guidelines and strategies allow for
evaluation of ideas in early stages of
visualisation development before empirical
studies can be applied. In this way, poor
visualisations are rejected before they incur
large investment. Current evaluation
frameworks, being biased to program

comprehension and other lower level SE
activities, are becoming less suitable to
emerging visualisation arenas such as
architecture visualisation.

Deficiencies in evaluation methods lead to
the misapplication of design guidelines and
taxonomies to the evaluation process, for
example the use of Shneiderman’s tasks [4] by
Wiss et al. [7]. Whilst there are a number of
taxonomies for software visualisation, such as
that by Price et al. [8], they are purely intended
for classification and not for assessing merit.

Other general issues applicable across all
strategies are: the need for consistent
terminology for both the strategies themselves
(framework versus design guideline) and terms
used to describe visualisation components;
consideration of the application of strategies to
both partial and completed systems in order to
filter substandard systems whilst extracting
novel concepts; and special consideration of the
need for training for particular visualisation
systems, especially when these use new and
unfamiliar methods and technology.

In order to examine the following four
evaluation strategies, a simple model of a SV
life-cycle is presented. This is purely to
facilitate this comparison. A visualisation starts
with the initial idea, perhaps derived from
requirements, and progresses to the initial
visualisation concept defined in terms of
mappings, metaphor, representation and so on.
A prototype is then generated for demonstrating
main features before the final visualisation is
completed.

Each of the four evaluation strategies are
presented for discussion of their strengths and
weaknesses, application to stages in the SV
model above, and suggestions for future
direction of the evaluation research.

3.1 Design Guidelines and Frameworks
Beginning with the early stages of the life-cycle
of a visualisation, guidelines and frameworks
are used extensively within the design process.
Design guidelines are general pointers which
describe important issues to consider in the
creation of visualisation systems, but are not
formalised into frameworks. For example, Tufte
[5] gives several indicators concerning visual
presentation of quantitative data including
definitions and principles, whereas Young and
Munro [9] are more concerned with areas to be
considered when designing 3D software



visualisations. Frameworks, although primarily
intended for the analysis of a visualisation
system, invariably become design guides.

As the name suggests, these design
guidelines promote reasoning about current
ideas and visualisation concepts in order to
quickly determine if they are valid, useful and
incorporate the correct facilities. For example,
guidelines can identify key areas in cognitive
issues, navigation support, performance
requirements and so on. In this way, guidelines
help the researcher to filter out the development
of bad ideas, saving resources.

There are problems with the adoption of
design guidelines and using frameworks for
design purposes when those that are used are
outdated and newer alternatives are unavailable.
For example, Shneiderman’s seven tasks of
information visualisation [4] describe the steps
of overview, zoom, filter, details-on-demand,
relate, history and extract. For non-static data,
especially rapidly changing data, these
guidelines become difficult to evaluate against.
Considering the zoom step, how would this be
affected if data is constantly changing and data
is added which should be part of the display?

Some researchers have taken design
guidelines and applied them as though they were
an evaluation framework. It is not the intention
of some guidelines to be used as an evaluation
framework as they are usually general and open
to a large range of interpretation. For example,
some authors [10] collect together frameworks
and guidelines and perform an evaluation based
on this. By designing a visualisation system
with a set of criteria, and then evaluating that
system using the same criteria, there is a
possible danger of self-measurement in that the
system is designed for the evaluation, not the
original requirements. Guidelines are often
open-ended and are designed to be applicable in
a broad sense, therefore evaluating against these
guidelines can lead to justification of a
substandard property. For example,
Shneiderman’s relate property – which states
that the visualisation should be able to "view
relationships among items" [4] – can be taken in
a very broad sense and applied to any number of
visualisation functions. Further, by taking
guidelines out of context and applying them in
areas to which they are unsuited an evaluation
can be invalid. Whilst there is not a problem in
demonstrating that a visualisation adheres to
good guidelines, it should not be presented as an
evaluation, especially in the cases where the

guidelines are generic and open to differing
interpretations.

Application of guidelines as evaluations can
be attributed to a lack of good evaluation
frameworks in the field, and this will be
considered in the next section. It is important
that the community develop new guidelines in
order to deal with the new branches of software
visualisation research such as real-time,
dynamic, system and architecture visualisation.
There are useful generic guidelines in IV as a
whole, but it is desirable to have specific task-
related guidelines for software visualisation.

3.2 Feature-Based Evaluation
Framework

A feature-based evaluation framework is a
popular evaluation strategy due to the ease in
which it may be applied. As mentioned by
Kitchenham and Jones [11], such a framework
imposes no prerequisites on infrastructure or
target system, whilst providing simple screening
of systems at multiple levels of detail. A
framework is particularly valuable when
assessing many ideas, as often they are based on
multiple-choice questions that may be answered
rapidly. This allows relative benefits of the ideas
to be determined, so allowing comparisons to be
made, with a low investment. There are many
examples of such frameworks, such as Young
and Munro [9], and Knight [12].

Despite the apparent simplicity of a feature-
based framework, there are many inherent
problems that must be resolved in order to
implement a successful evaluation. Most
obvious is the style of question that should be
presented by the framework. A question
requesting a simple yes/no answer can be too
open ended. For example, Storey et al. [2]
suggests that a visualisation should "indicate
maintainer's current focus". It is easy to argue
that the current focus could always be the object
at the centre of the screen, despite this not being
the original intention of the question. However,
a question to be answered on a sliding scale may
then become too subjective, with the answer
often depending on the experience that the user
had with similar visualisations. For example, the
answer to a question asking whether a three-
dimensional visualisation was easy to navigate
would depend greatly on the previous
experience that the user had working within
such environments. Further issues arise when
the question is simply too vague to answered



accurately. An illustration of this is where Wiss
and Carr [13] asked users whether a
visualisation was simply ’good’ and ’easy to use’
with responses on a sliding scale.

Current frameworks also fail to consider
’negative features’ - unwanted features within
the visualisation that have a detrimental effect
overall, such as those considered by Globus and
Uselton [14]. Gestalt effects are significant, and
can distort the mental view that the user has of
the visualised data. Similar distortions may arise
through the use of animation, colour, size and
many other features. Failure to consider such
features when evaluating using a framework can
lead some visualisations to be considered
acceptable, when they are fundamentally flawed
in practice. Other important features currently
not covered by most frameworks include issues
of scalability and accuracy. Many current
frameworks do not consider aspects highlighted
by Tufte [5], such as complexity, density and
beauty. If these properties are important to the
visualisation then other methods of evaluation
such as guidelines or user study should be used.

A feature-based evaluation framework
should be applied at all points of the SV life-
cycle. However, unless the framework includes
contradicting ideals, such as low complexity
with high information content, care should be
taken to avoid detailed evaluation at the
conceptual stage, as otherwise the visualisation
may become tailored to satisfy the evaluation
criteria.

Despite the number of frameworks that
exist, many of these are based on the framework
by Storey et al. [2] or Shneiderman’s guidelines
[4]. In order to counter the problem of
modifying frameworks to suit a visualisation,
which may become a self-measuring process, it
is clear that more frameworks are required.
Although new generic frameworks would be
beneficial in order to consider some of the new
trends within IV generally, it is also necessary to
create more domain-specific frameworks to
reduce the problems of tailoring frameworks
whilst maintaining suitability and relevance.

3.3 Scenarios and Walkthroughs
Scenarios and walkthroughs, whilst not a
traditional evaluation method, offer a showcase
for demonstrating features of a visualisation, as
used by Chi et al. [15] for example. They move
the burden of the evaluation onto the reader,
allowing them to evaluate the visualisation in

terms of their own experiences and
requirements. This is often done alongside other
evaluation strategies in order to demonstrate
usage rather than to specifically assess the
visualisation. For example, work by Knight [12]
shows how information on determining the
impact of a change to the type of a class variable
can be found in the Software World
visualisation, alongside a feature-based
evaluation framework.

The use of scenarios and walkthroughs
presents a number of advantages and
disadvantages. They offer a more concrete
example of the usage of the visualisation for the
presented task and in a more natural way than
can be obtained simply from a description of the
visualisation in terms of mappings, metaphors
and representation. They often include many
screenshots as evidence, allowing an impression
of the user-interface, technology and visual
quality to be gained. This allows the reader to
make a more informative judgement on the
merit of the visualisation for the given task, by
placing the emphasis for evaluation on them and
therefore reducing the bias of self evaluation.
However, this means that evaluation is
individual to the reader and subject to their own
bias. This individual evaluation is not
propagated to the wider SV community in terms
of a concrete evaluation that can act as a
building block for future work.  A storyboard of
images can provide much information about the
visualisation, nevertheless it is still hard to get a
feel for some issues such as navigation,
especially for example, in 3D visualisations.
Scenarios and walkthroughs can illustrate
aspects of the visualisation in more detail than
frameworks, however, the features demonstrated
will often only show the visualisation in a
positive light, highlighting well supported tasks
with favourable data and conditions. Only a
limited number of tasks can be covered due to
the verbose nature of detailed explanation and
images, even in large publications such as
theses. The problem becomes worse for smaller
scale publications. The subset of tasks covered
allows poorly or unsupported tasks to be hidden.

Scenarios and walkthroughs should not be
the primary focus of an evaluation, due to the
large possibility of bias by the researcher, and
the limited subset of the visualisation
demonstrated. However, they are relatively easy
to produce and can offer a way to check the
visualisation, from the initial idea to the final



visualisation, against support for some required
tasks.

Future effort could be invested in increasing
the use of specific tasks by basing task selection
on research into information requirements for
specific activities, such as those on program
comprehension by Mayrhauser and Vans [16].
These requirements can then be verified more
appropriately than by using a framework, as
scenarios and walkthroughs show the process by
which the information can be found, which can
be just as important as showing that it is actually
present.

3.4 User and Empirical Studies
Empirical studies attempt to provide hard
evidence to support hypotheses, for which there
has been an increasing call within the SE
community. Some researchers have applied
empirical studies to IV and SV, especially when
measuring the time taken to complete tasks.
There are, however, comparatively few good
attempts to use this strategy for evaluation in the
SV field. One strength of empirical studies is
their ability to allow statistical analysis of
results. This enables comparison of the
unsupported task against the use of a
visualisation to support it, along with cross
visualisation comparisons. A common test is to
measure the time taken to do a particular task
with and without visualisation support in order
to give quantifiable results such as ’the use of
the visualisation enables the task to be
completed three times quicker’. Statements like
these are more supportable than statements
which describe properties of a visualisation,
such as ’it allows the user to maintain focus and
context’.

User studies can be carried out
independently or as part of an empirical study.
By using questionnaires and user observations,
user studies record individual and collective
user-experience, as applied by Storey et al. [17]
for example. These kinds of studies are useful in
contrast to empirical studies with users as they
highlight individual issues that might be
overlooked when combining results of a number
of users. Nevertheless care must be taken in
generalising individual user-experience.

User and empirical studies have the benefit
of helping to reduce the bias of self evaluation,
but this introduces the overhead of having to
train users in the use of the visualisation. Failure
to train sufficiently can yield results which are

influenced by this confounding factor. Many
other influences can also confound results, most
notably user experience. This can have a
significant effect on experimental results due to
user differences in knowledge in the domain,
and familiarity with the task and environment.
Users bring their own bias, especially to
visualisations based on techniques such as 3D
interfaces where ability to learn, openness to
new techniques and spatial awareness can make
an impact on the results. Common sources of
error lie with the type and scale of tasks being
set, and also subject selection problems, for
example students are often used rather than
experienced programmers for the SV domain
[17] . One mistake is to then take these results
and generalise them beyond experimental
conditions, for example, applying student-based
studies to professional programmers and
academic environment-based studies to
industrial organisations. In order to counteract
the problems highlighted here, considerable
investment in time and organisation is required.
This can make such studies unattractive for
some situations, particularly small or short-term
projects.

Application of these studies relies on the
existence of a partial or full implementation of a
visualisation system and the infrastructure and
resources to support such experimentation. For
industry to adopt visualisation strategies and
tools, empirical evidence is preferred, although
this is not always required. To this end, larger-
scale problems which span longer time-frames
should be considered in evaluations.

4 Conclusions and future
directions

The goal of the work presented here is to
address the current position of evaluation within
the SV field, and to suggest future research. By
analysing the current evaluation process three
related areas of concern have arisen. Firstly, the
majority of SV research effort is concentrated
on the development of visualisation ideas,
technology and application rather than the
development or application of evaluation.
Secondly, this has led to a deficiency in the
quality and quantity of available evaluations.
Finally, this has an impact on the misapplication
of existing evaluations methods in an attempt to
perform an evaluation.

Four evaluation strategies have been
examined in terms of relative benefit, current



usage and scope for future development. The
primary conclusion is that more work is required
in all areas. In particular, it has been identified
that these strategies can be selectively applied to
different stages of a software visualisation in
order to cultivate good ideas efficiently, whilst
filtering poor ones. Each of these areas requires
effort in order to ensure that the strategies can
be applied to visualisations based around new
methods and technologies.

The principal problem in the use of design
guidelines is their misapplication as an
evaluation. Whilst guidelines are useful for
checking the presence of high level ideals, it is
too easy to justify conformance to these to be a
sole means of evaluation. A feature-based
framework should offer more specific
assessment. However, the current shortage of
suitable frameworks means that many are based
around design guidelines only, or tailored to
specific visualisations creating an atmosphere
open to self-measuring evaluations. More
relevant frameworks are required in order to
counter this problem. Scenarios and
walkthroughs offer an indirect evaluation of a
visualisation for specific tasks, by leaving the
decision of merit up to the reader. Hence they
should not be used as the main form of
evaluation, but could be beneficial for SV
evaluation especially if combined with increased
research into information requirements within
the SE domain. Empirical and user studies offer
the ability to distance the researcher from the
evaluation although the possibility for bias is
still present. As noted, industry is more likely to
adopt visualisation if sound empirical evidence
is demonstrated. In order to provide this, larger-
scale problems which span longer time frames
may become necessary.

In general the software visualisation field
should be more prepared to adopt suitable
evaluations developed by applicable fields, such
as software engineering, information
visualisation and human computer interaction.

It is clear that this study has raised more
questions than it has answered. This was the
intention in order to promote discussion within
the SV community. What is apparent however,
is that there is currently no silver bullet for
evaluating software visualisations.
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